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400

Receive, by a browser application of a computing
device, script code including receiving code
representing a component object model (COM) object.

i 410

Generate a prototype of the COM object, e.g., generate a
type representation including a dynamic type
associated with the COM object.

i 420

Dynamically generate an intermediate data structure
tailored for dynamic COM object translation between
the script code and the native code or retrieve the
intermediate data structure from a cache memory in
response to identifying a request for the intermediate
data structure.

l 430

Marshal the code representing the COM object to the
native code, in response to a request for native code
representing the COM object, based on the intermediate
data construct.

FIG. 4
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Object 610

Add or Release Reference
Increases or Decreases
Reference Count

Object 600

FIG. 6
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Object 710

Circular Reference

Object 700

FIG. 7



US 9,342,274 B2

Sheet 8 of 12

May 17, 2016

U.S. Patent

0Z8 2lld

0£8 392[q0
jno Buiso|)
210joq
9|4 @s0|D

8 "OId

PHOM aABEN

008 32lq0

-

Pl1op 3dLIDS

018 39lqo

7
”~
-

!
/
/
/

/
7 paddoag
ooualajey




US 9,342,274 B2

Sheet 9 of 12

6 "OId

016 Aowap
o6
(Aouapuoadaq) *
oouUaIdjoy /
osea|oy \
- /
L7 Kowap

P wieoay

L —

026 <

May 17, 2016

U.S. Patent

0€6
193[90 WO (Kouspuadaq) 006 399[q0
CIYEYETEN
PHOM oAEN puom 1d1oS



U.S. Patent May 17, 2016 Sheet 10 of 12 US 9,342,274 B2

1000

Initiate a request to reclaim memory associated with a
script code object with a dependency to a component
object model (COM) object represented in native code.

i 1010

Request the script code object and the COM object to
prepare for the request to reclaim the memory
associated with the script code object.

l 1020

Check references of the COM object, e.g., determine an
additional dependency of the COM object that prevents
the confirmation from the COM object.

l 1030

in response to receiving confirmation from the script
code object that the script code object is prepared for
the request and in response to receiving confirmation
from the COM object that the COM object is prepared
for the request, unwinding the dependency and
proceeding to reclaim the memory associated with the
script code object.

FIG. 10
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1
DYNAMIC CODE GENERATION AND
MEMORY MANAGEMENT FOR
COMPONENT OBJECT MODEL DATA
CONSTRUCTS

TECHNICAL FIELD

The subject disclosure relates to dynamic code generation
and memory management for component object model
(COM) data constructs with corresponding representations in
script code and native code.

BACKGROUND

As the web browsing experience begins to evolve from a
flat presentation of information with minimal interactivity to
a richer application or applet experience with lots of interac-
tivity at the client side, or more generally, a hybrid of infor-
mation display and richer interactivity with objects on dis-
play, there are a variety of challenges based on evolving the
old document object model (DOM) originally designed pri-
marily for flat presentation of information based on native
code on a client to an experience that fluidly handles script
code, such as javascript objects. For instance, speeding the
user experience up is a main challenge.

For instance, with fly out menus of the past, the web expe-
rience flickered with delays based on communications with
the server. Script enables small programs to modify the DOM
on the fly without going back to the server, e.g., Asynchro-
nous JavaScript and extensible markup language (AJAX). As
people want to do more and more on the fly without returning
to the server, making script code execute fast has become a
challenge.

Since the user experience centers on scripting the DOM, it
is desirable to be able to change the DOM very fast since that
maximizes the interactive response. Communication
between the scripting engines and the native classes of the
DOM were poor in the past due to the use of OLE automation
including a set of interfaces, iDispatch, iActiveScript, etc.,
which make any object scriptable. In addition, a variety of
Component Object Model (COM) objects may be indiscrimi-
nately created today, but which may be unnecessary, or oth-
erwise introduce overhead maintaining the objects, slowing
down performance.

In short, to date, there have been no web browsing systems
designed specifically around efficient code generation for
marshaling between script and native worlds for COM data
structures, or around memory management designed for
COM and COM data structures. In this regard, COM is a
binary-interface standard for software components used to
enable interprocess communication and dynamic object cre-
ation in a large range of programming languages.

Basically, COM is a language-neutral way of implement-
ing objects that can be used in environments different from
the one in which they were created, even across machine
boundaries. For well-authored components, COM allows
reuse of objects with no knowledge of their internal imple-
mentation, as it forces component implementers to provide
well-defined interfaces that are separate from the implemen-
tation. The different allocation semantics of languages are
accommodated by making objects responsible for their own
creation and destruction through reference-counting. Casting
between different interfaces of an object is achieved through
the Querylnterface( ) function. The preferred method of
inheritance within COM is the creation of sub-objects to
which method calls are delegated.
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However, as mentioned, conventional web browsing has
evolved in a way that can lead to inefficient use of COM
constructs, noticeably affecting performance of a web brows-
ing experience, and modern fast broadband data connections
make such delays more noticeable, allowing for greater mar-
gins of improvement in the user experience.

The above-described deficiencies of today’s code genera-
tion and memory management schemes are merely intended
to provide an overview of some of the problems of conven-
tional systems, and are not intended to be exhaustive. Other
problems with the state of the art and corresponding benefits
of some of the various non-limiting embodiments may
become further apparent upon review of the following
detailed description.

SUMMARY

A simplified summary is provided herein to help enable a
basic or general understanding of various aspects of exem-
plary, non-limiting embodiments that follow in the more
detailed description and the accompanying drawings. This
summary is not intended, however, as an extensive or exhaus-
tive overview. Instead, the sole purpose of this summary is to
present some concepts related to some exemplary non-limit-
ing embodiments in a simplified form as a prelude to the more
detailed description of the various embodiments that follow.

In accordance with one or more embodiments and corre-
sponding disclosure, various non-limiting aspects are
described in connection with dynamic code generation and
memory management techniques for COM objects with cor-
responding representations in script code and native code.

For instance, an embodiment includes receiving, by a
browser application of a computing device, script code
including code representing a component object model
(COM) object and generating a prototype of the COM object
including a type representation with dynamic type(s) associ-
ated with the COM object. Then, in response to a request for
native code representing the COM object, the code represent-
ing the COM object is marshaled to the native code based on
intermediate data construct(s) tailored for dynamic COM
object translation between the script code and the native code.
The intermediate data construct(s) tailored for dynamic COM
object translation can be dynamically generated if not pre-
stored in cache memory. In one example embodiment, a vir-
tual table is generated based on a type of the dynamic type(s)
and the virtual table generated for the type is cached for
re-use.

In one non-limiting implementation, a browser component
receives script code including the code representing the COM
object and a marshaling component can marshal, based on a
request for native code representing the COM object, the code
representing the COM object to the native code based on a
pre-constructed intermediate data structure. The pre-con-
structed intermediate data structure is pre-constructed based
on a dynamic type representation associated with a prototype
of' the COM object and cached for re-use by the marshaling
component.

For an example of efficient memory management for COM
objects, a method includes initiating a request to reclaim
memory associated with a script code object with a depen-
dency to a component object model (COM) object repre-
sented in native code and requesting the script code object and
the COM object to prepare for the request to reclaim the
memory associated with the script code object. Following a
two-phase commit process, in response to receiving confir-
mation from the script code object that the script code object
is prepared for the request and in response to receiving con-
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firmation from the COM object that the COM object is pre-
pared for the request, the dependency is unwound, or other-
wise undone or finalized, and allowing the system to reclaim
the memory associated with the script code object. As an
example, the unwinding of the dependency can include
releasing a reference to the COM object. Furthermore, before
confirming the memory can be reclaimed, the references of
the COM object can be checked to determine if an additional

dependency of the COM object prevents the confirmation
from the COM object.

Other embodiments and various non-limiting examples,
scenarios and implementations are described in more detail
below.

BRIEF DESCRIPTION OF THE DRAWINGS

Various non-limiting embodiments are further described
with reference to the accompanying drawings in which:

FIG. 1 illustrates an exemplary system that facilitates mar-
shaling of COM constructs across script and native code
boundaries according to an embodiment;

FIG. 2 is a diagram illustrating a process in which expen-
sive data structures are formed in the native code environment
based on variables and information passed in a string across
the boundary from script to native code according to an
embodiment;

FIG. 3 is a diagram illustrating a process that forms data
structures based on script objects including representations of
COM objects for efficient use and/or re-use during a marshal-
ing process according to an embodiment;

FIG. 4 is a flow diagram illustrating an exemplary non-
limiting embodiment for dynamically marshaling based on
intermediate data structures tailored to COM representations
according to an embodiment;

FIG. 5 is a block diagram illustrating an exemplary com-
puting device comprising dynamic marshaling capabilities
based on intermediate data structures tailored to COM repre-
sentations according to an embodiment;

FIG. 6 is a diagram illustrating exemplary reference count-
ing for COM objects according to an embodiment;

FIG. 7 is a diagram illustrating exemplary reference count-
ing for a variety of COM objects resulting in a circular refer-
ence situation addressed by an embodiment described herein;

FIG. 8 is a block diagram illustrating an exemplary
memory management function with finalizer support for
objects referenced in native code from script code according
to an embodiment;

FIG. 9 is a block diagram illustrating an exemplary
memory management function with finalizer support for
COM objects referenced in native code from script code
according to an embodiment;

FIG. 10 is a flow diagram illustrating an exemplary non-
limiting embodiment for applying a two phase commit pro-
cess in connection with the finalizer support provided for
COM objects according to an embodiment;

FIG. 11 is a block diagram representing exemplary non-
limiting networked environments in which various embodi-
ments described herein can be implemented; and

FIG. 12 is a block diagram representing an exemplary
non-limiting computing system or operating environment in
which one or more aspects of various embodiments described
herein can be implemented.
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4
DETAILED DESCRIPTION

Overview

As indicated in the background, there have been no web
browsing systems designed specifically around efficient code
generation for component object model (COM) constructs
implicated by marshaling between script and native worlds,
or around memory management designed for COM, which
continues to be embraced by operating systems, web brows-
ers, etc. For instance, the creation of applications using java-
script can be predicated on script acting on COM data con-
structs.

Dynamic code generation and memory management tech-
niques are provided for COM objects with corresponding
representations in script code and native code. A browser
component can receive script code including the code repre-
senting the COM object and a marshaling component is pro-
vided that marshals, based on a request for native code rep-
resenting the COM object, the code representing the COM
object to the native code based on a pre-constructed interme-
diate data structure. The pre-constructed intermediate data
structure, such as a virtual table, is pre-constructed based on
a dynamic type representation associated with a prototype of
the COM object and cached for re-use by the marshaling
component.

Accordingly, in various embodiments, dynamic code gen-
eration is provided in consideration of COM and COM con-
structs. In this regard, dynamic code generation techniques
described herein enable fast dynamic marshaling across
boundaries between script and native code by waiting to
create some COM objects or associated data structures that
have been automatically created in the past until some indi-
cation is present that the COM objects or data structures will
be needed, used or useful, providing up to 150 times speed
improvement over the usage of iDispatch COM interfaces in
the past. For example, rather than automatically create a
virtual table (a.k.a., a “v table”) for each COM interface,
which is a data structure defining a set or array of virtual
functions that are called for a given COM interface, various v
tables can be lazily generated by waiting to generate parts of
the v table until needed.

In various embodiments, memory management is also
redesigned around COM and COM constructs, so that gar-
bage recycling is efficiently performed for COM. Embodi-
ments include the provision memory management including
finalizer support of COM objects having script and native
world representations including an implementation of a two-
phase commit protocol that enables efficient and conservative
recycling of objects and associated memory.

Inone embodiment, finalizer support is added, for instance,
to memory management. Code is generated for script which
works really well with COM by going down to the register
allocation. Finalizers are applicable where an object is not
reachable, is going to die, but the system may want to do some
last things to the object before it dies. For instance, where
script and native objects exist in relation, e.g., the script object
opened a file, a finalizer can be used to close the file before
ending the script object. In this regard, data structures are thus
provided for recycling of COM to do fast release of refer-
ences. In one embodiment, two phase commit techniques are
employed.

In one embodiment, a method comprises receiving, by a
browser application of a computing device, script code
including receiving code representing a COM object, gener-
ating a prototype of the COM object including generating a
type representation including at least one dynamic type asso-
ciated with the COM object, and, in response to a request for
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native code representing the COM object, marshaling the
code representing the COM object to the native code based on
at least one intermediate data construct tailored for dynamic
COM object translation between the script code and the
native code.

In another embodiment, a computing device, comprising a
memory having stored computer executable components and
a processor communicatively coupled to the memory that
facilitates execution of a browser component and a marshal-
ing component. The browser component is configured to
receive script code including code representing a COM
object. The marshaling component marshals, based on a
request for native code representing the COM object, the code
representing the COM object to the native code based on a
pre-constructed intermediate data structure of a set interme-
diate data structures. The pre-constructed intermediate data
structure is pre-constructed based on a dynamic type repre-
sentation associated with a prototype of the COM object and
cached for re-use by the marshaling component.

In another embodiment, a computer-readable storage
medium is provided comprising computer-readable instruc-
tions that, in response to execution by a computing system,
cause the computing device including at least one processor
to perform operations. The operations include initiating a
request to reclaim memory associated with a script code
object with a dependency to a component object model
(COM) object represented in native code and requesting the
script code object and the COM object to prepare for the
request to reclaim the memory associated with the script code
object. Then, based on confirmation from the script code
object that the script code object is prepared for the request
and confirmation from the COM object that the COM object
is prepared for the request, the dependency can be unwound
and the memory associated with the script code object can be
reclaimed.

Some performance results have shown that these tech-
niques contribute to a 40-150 times speed improvement over
previous web page loads and interactions without application
of the various embodiments described herein and in more
detail below.

Dynamic Code Generation and Memory Management for
Component Object Model Objects

FIG. 1 illustrates an exemplary system that facilitates mar-
shaling of COM constructs across script and native code
boundaries according to an embodiment. An object 100 from
the script universe, e.g., script consumed by a browser appli-
cation, can instantiate a prototype object 102, which holds
methods of the object 100, such as methodl, method2,
method3, method4, etc. Today, as described above, there is no
to efficiently marshal across script and native code bound-
aries for COM objects by exploiting properties of COM
objects in the context marshaling such COM constructs from
script to native code, or vice versa. In this regard, if object 100
is a COM object, or if a COM construct is otherwise associ-
ated with object 100, reproduction of the COM construct on
the native side involves generating of a COM interface 110
associated with a table of method pointers 112, that holds
pointers to the native code implementations functionality for
various methods of the prototype 102. The number of meth-
ods methodl, method2, method3, methodd, etc. may be of a
different order than the set of pointers ptrl, ptr2, ptr3, etc. A
slot array can also include slots holding values pertaining to
the methods for the COM object. In this regard, today, there is
no efficient way to marshal a COM object implementation in
script world efficiently to the native code representation, i.e.,
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6

such marshaling has yet to be considered in a way that is
tailored to COM object characteristics, structural aspects or
properties.

FIG. 2 is a diagram illustrating a process in which compu-
tationally expensive data structures are formed in the native
code environment from the script environment based on vari-
ables and information passed in a string across the boundary
from script to native code according to an embodiment. In this
regard, by packing a string and following a complex commu-
nication protocol involving multiple communications across
the boundary between script and native execution environ-
ments, FIG. 2 in essence illustrates an inefficient way of
achieving the marshaling of COM objects from the script
world to the native world. In this regard, a complex string of
information ml, which varies for different constructs and
varies for different COM objects, is packed up to represent
information to the native word about representing the under-
lying objects. For each of the arguments, a COM variant is
generated for consumption as string ml, which is a large data
structure with all types could possibly want a given method,
such as methodl1 of FIG. 1. Data structures are then generated
in native code including a flag indicating a type, such as v
table of Integer type 200, with bits of the Integers, or a v table
pointer 202, or bits of the pointer, and a name of the interface
for the v table pointer (e.g., a dispatch ID number). In this
regard, creating the logic, the strings, and the data structures
is computationally expensive, as also is creating the logic
from strings to numbers to methods in native code represent-
ing COM objects and corresponding methods.

As mentioned, to perform this string based marshaling, a
complex protocol is also currently followed involving a vari-
ety of back and forth communications, such as to request a
particular dispatch ID, replies, such as asking how many
arguments are desired, answers, such as a number of desired
arguments, further replies, such as “only a subset of the
desired arguments are available”, further questions, such as
“should a default solution be applied when fewer arguments
are available than desired?”, further answers, and so on. The
current protocol is unwieldy when it comes to the needs of
COM objects and thus, techniques are provided herein that
streamline the generation of COM objects in the native world
advantageous, as described in more detail below.

FIG. 3 is a diagram illustrating a process that forms data
structures based on script objects including representations of
COM objects for efficient use and/or re-use during a marshal-
ing process according to an embodiment. In this embodiment,
a custom set of intermediate data structures, such as a
sequence of codes, is generated for COM objects on the script
side, and these script side representations include values of
the COM code and enable calling the COM interface 340
directly.

For instance, in the non-limiting context of generating v
tables, in one embodiment, a v table is generated as an inter-
mediate data structure once for each dynamic type repre-
sented by type representation 300. For instance, type repre-
sentation 300 represents types of sub-objects X, Y and Z of
prototype 310 of a COM object. At run time, the type repre-
sentation 300 can be created. In this example, the type repre-
sentation 300 has an X, Y, Z, but another one might have X, A,
Z and W, and thus, based on a run time analysis of dynamic
type representations, such as dynamic type representation
300, over time, other COM objects that will run can leverage
the preparatory work and data structures performed in con-
nection with the running of other instances of COM objects.
Accordingly, with the presently described embodiments,
there is an opportunity to perform some work in the back-
ground, prior to any need for a COM object representation in
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the native environment, to build intermediate data structures
that take advantage of COM attributes, characteristics or
properties, so that the marshaling of COM objects from script
to native code is made efficient.

As mentioned, one way to facilitate the marshaling process
is to build intermediate data structures tailored to the genera-
tion of v tables associated with the methods and types of
prototype 310. Prototype 310 can have a slot array 320
because dynamic objects have different dynamic properties,
different and separated from the object header, which are
represented in the slot array, which is a data structure repre-
senting where all the values are stored, type, how many slots,
how many types, etc. In this regard, the dynamic type of the
dynamic type representation 300 can be used to drive genera-
tion of the COM interaction and object marshaling. The inter-
mediate data structures, such as v-tables 330 that point to
code portions for each method and generated based on the
dynamic type representation 300, can be cached and then be
re-used for further marshaling, since their parts may be
shared, and composed as needed, by and among many COM
objects to be made sooner or later.

Various embodiments thus take advantage of dynamic type
representations, and by applying advance knowledge of how
COM data structures are represented, marshaling the COM
data structures across script/native boundaries is performed
faster by re-using the cached v-tables 330 rather than dynamic
synthesizing them when needed. V-tables are thus institution-
alized into the dynamic type representation in one aspect. For
common cases of COM objects, since the intermediate data
structures will have already been created, the system does not
allocate a new v-table, but rather can quickly compose or
group the intermediate data structures from fast in-memory
storage to suit the given COM object.

Accordingly, by introducing specialized knowledge of
COM into the marshaling process, such as by re-using v-table
intermediate data structures, and being able to synthesize a
v-table fast, thus improves the browsing experience or other
experience traversing script and native code boundaries for
COM objects. Once many instances of the intermediate data
structures are formed and cached, marshaling has in effect
already been done. Even where a new dynamic type is intro-
duced by a given COM object without a v table, the system is
also fast at creating the new v table intermediate data structure
dueto specialized COM knowledge of the type system. In this
regard, knowledge of what COM interfaces the script engine
knows about informs the process. As methods are being
added to an object, the methods can be incrementally matched
to the COM interfaces about which the script engine already
knows, and knowledge is maintained of what objects can
implement what COM interfaces. With this knowledge, with
a mere check of a given type of COM structure, a determina-
tion of whether the cached structures can be re-used or
whether any should be synthesized from scratch is possible.

The creation and maintenance of the intermediate data
structures to support the marshaling of COM objects can be
background activity and thus can create performance benefits
with low costs, e.g., the creation and caching of v tables for
reuse, any incremental bookkeeping can be performed in the
background, identifying what objects correspond to inter-
faces, and enable fast synthesis as a result.

FIG. 4 is a flow diagram illustrating an exemplary non-
limiting embodiment for dynamically marshaling based on
intermediate data structures tailored to COM representations
according to an embodiment. At 400, script code including a
representation of a COM object is received by a browser
application of a computing device. At 410, a prototype of the
COM object is generated, e.g., a type representation includ-
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ing a dynamic type associated with the COM object is gen-
erated. At 420, in response to identifying a request for an
intermediate data structure tailored for dynamic COM object
translation between the script code and the native code, the
intermediate data structure can be generated or the interme-
diate data structure can be retrieved from a cache memory. At
430, the code representing the COM object is marshaled to
the native code, in response to a request for native code
representing the COM object, based on the intermediate data
construct.

The intermediate data structure can be dynamically gener-
ated for handling the marshaling in response to the request for
the native code. The intermediate data structure can be
accessed from a pre-stored set of intermediate data structures
previously generated based on the script code.

An example of an intermediate data structure is a virtual
table based on a type of a dynamic type, which can be cached
for re-use. A determination can be made that a virtual table for
agiven type of the dynamic type is not pre-stored and if so, the
virtual table can be dynamically generated for handling the
marshaling. A determination can be made that a virtual table
for a given type of the dynamic type is pre-stored and if so, the
virtual table can be accessed for handling the marshaling.

FIG. 5 is a block diagram illustrating an exemplary com-
puting device comprising dynamic marshaling capabilities
based on intermediate data structures tailored to COM repre-
sentations according to an embodiment. A non-limiting com-
puting device 500 can include memory 510 for storing com-
puter-executable components and instructions. A processor
520 can facilitate operation of the computer-executable com-
ponents and instructions by the computing device 500. In this
regard, in one embodiment, computing device 500 includes
browser application 530 that receives script code 532 which
can include COM object 534, which will be marshaled to
native code 542 and corresponding COM object 544 in native
representation. A marshaling component 540 cooperates with
browser application 530, or is included with browser appli-
cation 530, which generates intermediate data structures for
COM objects 550, which can be stored in a cache memory
515, which can be included in, or separate from memory 510.

The computing device 500 can include memory 510 having
computer executable components stored thereon and a pro-
cessor 520 communicatively coupled to the memory 510, the
processor 520 configured to facilitate execution of a browser
component 530 configured to receive script code 532 includ-
ing code 534 representing a component object model (COM)
object and a marshaling component 540 configured to mar-
shal, based on a request for native code 542 including COM
object 544 representing the COM object. Applying the tech-
niques described herein, the COM object 544 representing the
COM object to the native code 542 is based on a pre-con-
structed intermediate data structure of a set intermediate data
structures, which is pre-constructed based on a dynamic type
representation associated with a prototype of the COM object
and cached for re-use by the marshaling component.

The marshaling component 530 is further configured to
dynamically generate another intermediate data structure
based on a request for the other intermediate data structure
when the other intermediate data structure is not cached for
re-use. The marshaling component 530 is further configured
to cache the other intermediate data structure for further re-
use.

The marshaling component 530 is further configured to
generate a virtual table based on a type of the at least one
dynamic type and cache the virtual table for re-use. The
marshaling component 530 is further configured to determine
that a virtual table for a given type of the dynamic type is not
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pre-stored and dynamically generate the virtual table if not
pre-stored. The marshaling component 530 is further config-
ured to determine that a virtual table for a given type of the
dynamic type is pre-stored and access the virtual table, if so.

In addition to the creation and maintenance of data struc-
tures that enable efficient marshaling of COM objects across
script/native code boundaries, various embodiments
described in more detail below provide efficient memory
management in consideration of COM data structures includ-
ing efficient garbage collection and cleanup of COM data
structures, including finalizer support suited to COM data
structures.

In this regard, in one embodiment a garbage collection
process is given knowledge of the memory management
requirements of COM objects. In particular, COM has a prob-
lem with circular references, since reference counting is used.
FIG. 6 is a diagram illustrating exemplary reference counting
for COM objects according to an embodiment. In COM,
whenever an object 610 receives a pointer from an object 600,
object 610 increments a counter by 1 to reflect the addition of
the reference. In turn, when the object 600 ceases to hold its
pointer to object 610, the counter is decremented by 1. When
the counter reaches zero, object 610 can be deleted.

The work to implement this is incremental, but the book-
keeping is hard due to the cost of an error. If done wrong,
references stay held when not needed or vice versa. This can
happen, for example, when the bookkeeping work starts in
one domain, but then other domains become involved in
holding or releasing references to object 610, and due to
hidden rules about when or how the counter can be changed,
etc., rules can become quagmire or lost in the solution. And
such an error can ultimately result in a circular referencing
situation, which in its simplest form, is represented in FIG. 7,
where object 700 holds a reference to object 710, but deletion
of either object cannot proceed, because of the reciprocal
dependency of object 710 holding a reference to object 700,
even where either object serves no present purpose in the
system, and could be deleted.

Accordingly, embodiments herein substantially reduce the
probability or number of circular references that occur by
providing finalizer support suited for COM object finaliza-
tion. FIG. 8 illustrates example finalizer support for objects
referenced in native code from script code according to an
embodiment. For example, if an instance of an object 800 is
pointed to or referenced by an object 810, it may be desirable
to close delete or reclaim memory associated with the object
800 when that references is dropped by object 810. However,
the memory management system of the script engine may
take the opportunity to determine if there are any last func-
tions to perform with respect to object 800, e.g., to unwind
any dependencies of object 800. An example of a dependency
of object 800 would be if object 800 has opened a file 820 in
native code during execution, and thus, for efficient operating
system performance of the native environment, the file 820 is
closed prior to reclaiming memory associated with object
800. The object 800 is thus finalized after the reference from
object 810 is dropped to maintain efficient state of affected
objects and dependencies. Finalization also gives objects,
such as object 800, a chance to assess whether any depen-
dency prevents reclamation of their memory, as their use to
the system may remain for other reasons to be discovered
through an analysis of dependencies.

FIG. 9 is a block diagram illustrating an exemplary
memory management function with finalizer support for
COM objects referenced in native code from script code
according to an embodiment. As mentioned, a finalizer is
used for an object that is of no further use to a system, and is
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not reachable by any object, but there may be some final
operations to perform with respect to the object, e.g., to
unwind a dependency.

In the native code versus script code context, script object
900 may be occupying some memory 910, and script object
900 may invariably acquire references 930 to other objects
such as a COM object 920 represented in native code, or
release references 940 of the references 930 depending on the
operation. Embodiments herein thus provide recycling for
COM including data structures and methods for fast release.
In this regard, for example, script object 900 might hold some
native resource, like a file or a reference to COM object 920.
The script object 900 represents the object to the script world,
and over time, the system may no longer need the object and
wish to consume the memory for other usages, but before
script object 900 can be removed, the COM object 920 is
checked to determine that the dependency can be removed.

If script object 900 points at COM object 920, it will have
added a reference 930. Then, if the system wants to reclaim
the memory associated with script object 900, before the
system decrements the counter associated with the depen-
dency to COM object 920, a release is to be performed, and
thus a finalizer runs code to handle the release. In one aspect,
the speed of releasing a COM object as part of finalizing is
increased in the embodiments described herein by imple-
menting interoperation of functionality with COM referenc-
ing and through a two-phase commit protocol that ensures no
objects are prematurely finalized.

By way of a little background concerning two-phase com-
mit, the protocol is commonly used in transaction processing,
databases, and computer networking and is a type of atomic
commitment protocol. Two-phase commit is a distributed
algorithm that coordinates processes that participate in a dis-
tributed atomic transaction on whether to commit or abort
(roll back) the transaction (a type of consensus protocol). To
accommodate recovery from failure, the protocol’s partici-
pants use logging of the protocol’s states. Log records, which
are typically slow to generate but survive failures, are used by
the protocol’s recovery procedures. Protocol variants exist
that primarily differ in logging strategies and recovery
mechanisms. In a “normal execution” of any single distrib-
uted transaction, i.e., when no failure occurs, which is typi-
cally the most frequent situation, the protocol comprises two
phases:

The commit-request phase, or voting phase, in which a
coordinator process attempts to prepare all the transaction’s
participating processes to take the steps for either committing
or aborting the transaction and to vote, either “Yes”: commit
if the transaction participant’s local portion execution has no
issues, or “No”: abort if a problem has been detected with the
local portion, and

The commit phase, in which, based on the voting, the
coordinator decides whether to commit (if unanimously have
voted “Yes”) or abort the transaction (otherwise), and notifies
the result to the transaction participants. The participants can
then follow with actions (commit or abort) with their local
transactional resources.

While developed in transaction processing, the two-phase
commit protocol used in this context allows fast and accurate
release of COM data constructs for efficient memory man-
agement. In this regard, the two-phase commit protocol is
generalizable to any exchange involving uncertainty of
actors, whereby each participant to a transaction is asked to
prepare to commit, and if the participant is prepared, the
participant indicates readiness, and if the participant indicates
a lack of readiness, the participant indicates non-readiness. If
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the participants are prepared then they are committed by
preparing for the transaction and guaranteeing the transaction
can move forward.

For instance, in the context of a release of a dependency or
reference to a COM object 920 represented in native code,
before memory 910 can be reclaimed, script object 900
releases its dependency on COM object 920, but follows a
two-phase commit communication in which a finalizer is
applied to script object 900 and COM object 920 to ask if
ready for release 940. If so, after confirming ready to commit,
the release 940 can proceed, however, if script object 900 or
COM object 920 is not ready to commit, the release 940 does
not move forward. The prepare and commit steps are logged
in order to allow for proper recovery of state and reference
counts held by the system. In various embodiments, the final-
izer support for COM objects is embodied in a garbage col-
lector that uses data structures to speed up COM memory
reclamation. In one embodiment, when the finalizer is called,
the finalizer can hold pointers to objects on its stack, and does
not reclaim the memory to the objects where the stack is being
scanned.

When a COM object is thus unreachable, a finalizer is
invoked that implements a two-phase commit process. As an
example, a script object have a dependency to a native object,
e.g., anative object such as a piece of a document represented
as anode in the document object model tree. The script object
obtains the reference, but once the native object is not reach-
able by the script engine, the finalizer can call back to the
native code to let it know to decrement its reference count as
part of finalization, which helps improve reference counting
across domains.

In this regard, with respect to application of the two-phase
commit protocol, when a host side is asked to prepare to
commit, the host side may not be ready to respond, in which
case the hose side can respond by asking not to proceed with
the transaction. For example, the host may have been given a
proxy so that the proxy represents that object, and so deletion
may not yet proceed.

When the participants are asked to “prepare”, the question
may be whether some memory can be reclaimed, or not.
When a participant commits, the transaction, such as recla-
mation of memory can proceed. If a participant cannot com-
mit, then, in this context, optionally, the host may ping the
script engine to determine readiness to delete. Another option
two-phase commit allows is that the host can clean up
resources associated with an object. That object might point
at stuff in the host, like an open file, and the host can try to
close the file, and if it can, states “go ahead and prepare,”
otherwise states to “wait” until it can.

Two-phase commit in this context helps to resolve circular
references by introducing finalizer support for COM objects
in a robust manner. Reference counting alone doesn’t handle
the resolution of circular references, whereas two-phase com-
mit prevents circular references from forming due to an
inability of a part of a system to deliver on a piece of a
transaction. In this regard, one side or the other, host or native,
can unilaterally break the transaction from proceeding. For
instance, the script side can say that the transaction will break,
and the native side can then make a choice as to either accept
that, or responsibility can be taken for breaking the transac-
tion. Two-phase commit protocol variants support a broad
class of techniques of one or the other side breaking the circle,
and handling the consequences.

FIG. 10 is a flow diagram illustrating an exemplary non-
limiting embodiment for applying a two phase commit pro-
cess in connection with the finalizer support provided for
COM objects according to an embodiment. At 1000, a request
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is initiated to reclaim memory associated with a script code
object with a dependency to a component object model
(COM) object represented in native code. At 1010, the script
code object and the COM object are requested to prepare for
the request to reclaim the memory associated with the script
code object. At 1020, references of the COM object are
checked, e.g., determine an additional dependency of the
COM object that prevents the confirmation from the COM
object. Based on whether confirmation from the script code
object that the script code object is prepared for the request
and whether confirmation from the COM object that the
COM object is prepared for the request, the dependency can
be unwound and the memory associated with the script code
object can be reclaimed.

In one embodiment, the unwinding and the proceeding
adhere to a two-phase commit protocol with the requesting
corresponding to a prepare phase, and the unwinding and
proceeding corresponding to a commit phase. The initiating
the request can be to reclaim memory associated with the
script code object having a pointer to the COM object. The
unwinding of'the dependency can include releasing the COM
object or decrementing a reference count associated with the
COM object.

The checking of references of the COM object can include
determining an additional dependency of the COM object
that prevents the confirmation from the COM object.
Exemplary Networked and Distributed Environments

One of ordinary skill in the art can appreciate that the
various embodiments for dynamic code generation and
memory management for COM objects described herein can
be implemented in connection with any computer or other
client or server device, which can be deployed as part of a
computer network or in a distributed computing environment,
and can be connected to any kind of data store. In this regard,
the various embodiments described herein can be imple-
mented in any computer system or environment having any
number of memory or storage units, and any number of appli-
cations and processes occurring across any number of storage
units. This includes, but is not limited to, an environment with
server computers and client computers deployed in a network
environment or a distributed computing environment, having
remote or local storage.

Distributed computing provides sharing of computer
resources and services by communicative exchange among
computing devices and systems. These resources and services
include the exchange of information, cache storage and disk
storage for objects, such as files. These resources and services
also include the sharing of processing power across multiple
processing units for load balancing, expansion of resources,
specialization of processing, and the like. Distributed com-
puting takes advantage of network connectivity, allowing
clients to leverage their collective power to benefit the entire
enterprise. In this regard, a variety of devices may have appli-
cations, objects or resources that may participate in the
mechanisms for dynamic code generation and memory man-
agement for COM objects as described for various embodi-
ments of the subject disclosure.

FIG. 11 provides a schematic diagram of an exemplary
networked or distributed computing environment. The dis-
tributed computing environment comprises computing
objects 1110, 1112, etc. and computing objects or devices
1120, 1122, 1124, 1126, 1128, etc., which may include pro-
grams, methods, data stores, programmable logic, etc., as
represented by applications 1130, 1132, 1134, 1136, 1138
and data store(s) 1140. It can be appreciated that computing
objects 1110, 1112, etc. and computing objects or devices
1120, 1122, 1124, 1126, 1128, etc. may comprise different
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devices, such as personal digital assistants (PDAs), audio/
video devices, mobile phones, MP3 players, personal com-
puters, laptops, etc.

Each computing object 1110, 1112, etc. and computing
objects or devices 1120, 1122, 1124, 1126, 1128, ctc. can
communicate with one or more other computing objects
1110, 1112, etc. and computing objects or devices 1120,
1122, 1124, 1126, 1128, etc. by way of the communications
network 1142, either directly or indirectly. Even though illus-
trated as a single element in FIG. 11, communications net-
work 1142 may comprise other computing objects and com-
puting devices that provide services to the system of FIG. 11,
and/or may represent multiple interconnected networks,
which are not shown. Each computing object 1110, 1112, etc.
or computing objector devices 1120,1122,1124,1126,1128,
etc. can also contain an application, such as applications
1130, 1132, 1134, 1136, 1138, that might make use of an AP,
or other object, software, firmware and/or hardware, suitable
for communication with or implementation of the techniques
for dynamic code generation and memory management for
COM objects provided in accordance with various embodi-
ments of the subject disclosure.

There are a variety of systems, components, and network
configurations that support distributed computing environ-
ments. For example, computing systems can be connected
together by wired or wireless systems, by local networks or
widely distributed networks. Currently, many networks are
coupled to the Internet, which provides an infrastructure for
widely distributed computing and encompasses many differ-
ent networks, though any network infrastructure can be used
for exemplary communications made incident to the systems
for dynamic code generation and memory management for
COM objects as described in various embodiments.

Thus, a host of network topologies and network infrastruc-
tures, such as client/server, peer-to-peer, or hybrid architec-
tures, can be utilized. The “client” is a member of a class or
group that uses the services of another class or group to which
it is not related. A client can be a process, i.e., roughly a set of
instructions or tasks, that requests a service provided by
another program or process. The client process utilizes the
requested service without having to “know” any working
details about the other program or the service itself.

In a client/server architecture, particularly a networked
system, a client is usually a computer that accesses shared
network resources provided by another computer, e.g., a
server. In the illustration of FIG. 11, as a non-limiting
example, computing objects or devices 1120, 1122, 1124,
1126, 1128, etc. can be thought of as clients and computing
objects 1110, 1112, etc. can be thought of as servers where
computing objects 1110, 1112, etc., acting as servers provide
data services, such as receiving data from client computing
objects or devices 1120, 1122, 1124, 1126, 1128, etc., storing
of data, processing of data, transmitting data to client com-
puting objects or devices 1120, 1122, 1124, 1126, 1128, etc.,
although any computer can be considered a client, a server, or
both, depending on the circumstances.

A server is typically a remote computer system accessible
over a remote or local network, such as the Internet or wire-
less network infrastructures. The client process may be active
in a first computer system, and the server process may be
active in a second computer system, communicating with one
another over a communications medium, thus providing dis-
tributed functionality and allowing multiple clients to take
advantage of the information-gathering capabilities of the
server. Any software objects utilized pursuant to the tech-
niques described herein can be provided standalone, or dis-
tributed across multiple computing devices or objects.
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In a network environment in which the communications
network 1142 or bus is the Internet, for example, the comput-
ing objects 1110, 1112, etc. can be Web servers with which
other computing objects or devices 1120, 1122, 1124, 1126,
1128, etc. communicate via any of a number of known pro-
tocols, such as the hypertext transfer protocol (HTTP). Com-
puting objects 1110, 1112, etc. acting as servers may also
serve as clients, e.g., computing objects or devices 1120,
1122, 1124, 1126, 1128, etc., as may be characteristic of a
distributed computing environment.

Exemplary Computing Device

As mentioned, advantageously, the techniques described
herein can be applied to any device where it is desirable to
perform dynamic code generation and memory management
for COM objects in a computing system. It can be understood,
therefore, that handheld, portable and other computing
devices and computing objects of all kinds are contemplated
for use in connection with the various embodiments, i.e.,
anywhere that resource usage of a device may be desirably
optimized. Accordingly, the below general purpose remote
computer described below in FIG. 12 is but one example of a
computing device.

Although not required, embodiments can partly be imple-
mented via an operating system, for use by a developer of
services for a device or object, and/or included within appli-
cation software that operates to perform one or more func-
tional aspects of the various embodiments described herein.
Software may be described in the general context of com-
puter-executable instructions, such as program modules,
being executed by one or more computers, such as client
workstations, servers or other devices. Those skilled in the art
will appreciate that computer systems have a variety of con-
figurations and protocols that can be used to communicate
data, and thus, no particular configuration or protocol should
be considered limiting.

FIG. 12 thus illustrates an example of a suitable computing
system environment 1200 in which one or aspects of the
embodiments described herein can be implemented, although
as made clear above, the computing system environment
1200 is only one example of a suitable computing environ-
ment and is not intended to suggest any limitation as to scope
of'use or functionality. Neither should the computing system
environment 1200 be interpreted as having any dependency
or requirement relating to any one or combination of compo-
nents illustrated in the exemplary computing system environ-
ment 1200.

With reference to FIG. 12, an exemplary remote device for
implementing one or more embodiments includes a general
purpose computing device in the form of a computer 1210.
Components of computer 1210 may include, but are not lim-
ited to, a processing unit 1220, a system memory 1230, and a
system bus 1222 that couples various system components
including the system memory to the processing unit 1220.

Computer 1210 typically includes a variety of computer
readable media and can be any available media that can be
accessed by computer 1210. The system memory 1230 may
include computer storage media in the form of volatile and/or
nonvolatile memory such as read only memory (ROM) and/or
random access memory (RAM). By way of example, and not
limitation, system memory 1230 may also include an operat-
ing system, application programs, other program modules,
and program data. According to a further example, computer
1210 can also include a variety of other media (not shown),
which can include, without limitation, RAM, ROM,
EEPROM, flash memory or other memory technology, CD-
ROM, digital versatile disk (DVD) or other optical disk stor-
age, magnetic cassettes, magnetic tape, magnetic disk storage
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or other magnetic storage devices, or other tangible and/or
non-transitory media which can be used to store desired infor-
mation.

A user can enter commands and information into the com-
puter 1210 through input devices 1240. A monitor or other
type of display device is also connected to the system bus
1222 via an interface, such as output interface 1250. In addi-
tion to a monitor, computers can also include other peripheral
output devices such as speakers and a printer, which may be
connected through output interface 1250.

The computer 1210 may operate in a networked or distrib-
uted environment using logical connections, such as network
interfaces 1260, to one or more other remote computers, such
as remote computer 1270. The remote computer 1270 may be
a personal computer, a server, a router, a network PC, a peer
device or other common network node, or any other remote
media consumption or transmission device, and may include
any or all of the elements described above relative to the
computer 1210. The logical connections depicted in FIG. 12
include a network 1272, such local area network (LAN) or a
wide area network (WAN), but may also include other net-
works/buses. Such networking environments are common-
place in homes, offices, enterprise-wide computer networks,
intranets and the Internet.

As mentioned above, while exemplary embodiments have
been described in connection with various computing devices
and network architectures, the underlying concepts may be
applied to any network system and any computing device or
system.

In addition, there are multiple ways to implement the same
or similar functionality, e.g., an appropriate API, tool kit,
driver code, operating system, control, standalone or down-
loadable software object, etc. which enables applications and
services to take advantage of the techniques provided herein.
Thus, embodiments herein are contemplated from the stand-
point of an API (or other software object), as well as from a
software or hardware object that implements one or more
embodiments as described herein. Thus, various embodi-
ments described herein can have aspects that are wholly in
hardware, partly in hardware and partly in software, as well as
in software.

The word “exemplary” is used herein to mean serving as an
example, instance, or illustration. For the avoidance of doubt,
the subject matter disclosed herein is not limited by such
examples. In addition, any aspect or design described herein
as “exemplary” is not necessarily to be construed as preferred
or advantageous over other aspects or designs, nor is it meant
to preclude equivalent exemplary structures and techniques
known to those of ordinary skill in the art. Furthermore, to the
extent that the terms “includes,” “has,” “contains,” and other
similar words are used, for the avoidance of doubt, such terms
are intended to be inclusive in a manner similar to the term
“comprising” as an open transition word without precluding
any additional or other elements.

As mentioned, the various techniques described herein
may be implemented in connection with hardware or soft-
ware or, where appropriate, with a combination of both. As
used herein, the terms “component,” ““system” and the like are
likewise intended to refer to a computer-related entity, either
hardware, a combination of hardware and software, software,
or software in execution. For example, a component may be,
but is not limited to being, a process running on a processor,
a processor, an object, an executable, a thread of execution, a
program, and/or a computer. By way of illustration, both an
application running on computer and the computer can be a
component. One or more components may reside within a
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process and/or thread of execution and a component may be
localized on one computer and/or distributed between two or
more computers.

The aforementioned systems have been described with
respect to interaction between several components. It can be
appreciated that such systems and components can include
those components or specified sub-components, some of the
specified components or sub-components, and/or additional
components, and according to various permutations and com-
binations of the foregoing. Sub-components can also be
implemented as components communicatively coupled to
other components rather than included within parent compo-
nents (hierarchical). Additionally, it can be noted that one or
more components may be combined into a single component
providing aggregate functionality or divided into several
separate sub-components, and that any one or more middle
layers, such as a management layer, may be provided to
communicatively couple to such sub-components in order to
provide integrated functionality. Any components described
herein may also interact with one or more other components
not specifically described herein but generally known by
those of skill in the art.

In view of the exemplary systems described supra, meth-
odologies that may be implemented in accordance with the
described subject matter can also be appreciated with refer-
ence to the flowcharts of the various figures. While for pur-
poses of simplicity of explanation, the methodologies are
shown and described as a series of blocks, it is to be under-
stood and appreciated that the various embodiments are not
limited by the order of the blocks, as some blocks may occur
in different orders and/or concurrently with other blocks from
what is depicted and described herein. Where non-sequential,
or branched, flow is illustrated via flowchart, it can be appre-
ciated that various other branches, flow paths, and orders of
the blocks, may be implemented which achieve the same or a
similar result. Moreover, not all illustrated blocks may be
required to implement the methodologies described herein-
after.

In addition to the various embodiments described herein, it
is to be understood that other similar embodiments can be
used or modifications and additions can be made to the
described embodiment(s) for performing the same or equiva-
lent function of the corresponding embodiment(s) without
deviating there from. Still further, multiple processing chips
or multiple devices can share the performance of one or more
functions described herein, and similarly, storage can be
effected across a plurality of devices. Accordingly, the inven-
tion should not be limited to any single embodiment, but
rather should be construed in breadth, spirit and scope in
accordance with the appended claims.

What is claimed is:

1. A method, comprising:

receiving, by a browser application of a computing device,
script code including receiving code representing a com-
ponent object model (COM) object;

generating a prototype of the COM object including gen-
erating a type representation including at least one
dynamic type associated with the COM object;

by a marshaling component of the computing device, prior
to a request for native code representing the COM
object, in response to identifying a request for at least
one intermediate data structure, dynamically generate
the at least one intermediate data structure tailored for
dynamic COM object translation between the script
code and the native code, the at least one intermediate
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data structure generated based on the at least one
dynamic type associated with the prototype of the COM
object; and

in response to the request for native code representing the
COM object, marshaling, by the marshaling component
of'the computing device, the code representing the COM
object to the native code based on the at least one inter-
mediate data construct.

2. The method of claim 1, further comprising:

by the marshaling component of the computing device,
retrieving the at least one intermediate data structure
from a cache memory in response to identifying the
request for the at least one intermediate data structure.

3. The method of claim 1, further comprising:

by the marshaling component of the computing device,
accessing the at least one intermediate data structure
from a pre-stored set of intermediate data structures
previously generated based on the script code.

4. The method of claim 1, further comprising:

generating a virtual table based on a type of the at least one
dynamic type; and

caching the virtual table generated for the type for re-use.

5. The method of claim 1, further comprising:

determining that a virtual table for a given type of the at
least one dynamic type is not pre-stored; and

dynamically generating the virtual table for handling the
marshaling in response to the determining that the vir-
tual table is not pre-stored.

6. The method of claim 1, further comprising:

determining that a virtual table for a given type of the at
least one dynamic type is pre-stored; and

accessing the virtual table for handling the marshaling in
response to the determining that the virtual table is pre-
stored.

7. A computing device, comprising:

a memory having computer executable components stored
thereon; and

a processor communicatively coupled to the memory, the
processor configured to facilitate execution of the com-
puter executable components, the computer executable
components comprising:

a browser component configured to receive script code
including code representing a component object model
(COM) object; and

a marshaling component configured to, prior to a request
for native code representing the COM object, in
response to identifying a request for a pre-constructed
intermediate data structure, dynamically generate the
pre-constructed intermediate data structure tailored for
dynamic COM object translation between the script
code and the native code, the pre-constructed interme-
diate data structure generated based on a dynamic type
associated with a prototype of the COM object, the
marshaling component further configured to marshal,
based on the request for native code representing the
COM object, the code representing the COM object to
the native code based on the pre-constructed intermedi-
ate data structure of a set intermediate data structures,
the pre-constructed intermediate data structure cached
for re-use by the marshaling component.

8. The computing device of claim 7, wherein the marshal-
ing component is further configured to dynamically generate
at least one other intermediate data structure of the set of
intermediate data structures based on a request for the at least
one other intermediate data structure in response to the at least
one other intermediate data structure not being cached for
re-use.
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9. The computing device of claim 8, wherein the marshal-
ing component is further configured to cache the at least one
other intermediate data structure for further re-use.

10. The computing device of claim 8, wherein the marshal-
ing component is further configured to generate a virtual table
based on a type of the at least one dynamic type and cache the
virtual table for re-use.

11. The computing device of claim 8 wherein the marshal-
ing component is further configured to determine that a vir-
tual table for a given type of the at least one dynamic type is
not pre-stored and dynamically generate the virtual table in
response to a determination that the virtual table is not pre-
stored.

12. The computing device of claim 8, wherein the marshal-
ing component is further configured to determine that a vir-
tual table for a given type of the at least one dynamic type is
pre-stored and access the virtual table in response to a deter-
mination that the virtual table is pre-stored.

13. A computer-readable storage memory comprising
computer-readable instructions that, in response to execution
by a computing system, cause the computing device includ-
ing at least one processor to perform operations, comprising:

receive, by a browser application of a computing device,

script code including receiving code representing a com-
ponent object model (COM) object;

generate a prototype of the COM object including gener-

ating a type representation including at least one
dynamic type associated with the COM object;

by a marshaling component of the computing device, prior

to a request for native code representing the COM
object, in response to identifying a request for at least
one intermediate data structure, dynamically generate
the at least one intermediate data structure tailored for
dynamic COM object translation between the script
code and the native code, the at least one intermediate
data structure generated based on the at least one
dynamic type associated with the prototype of the COM
object; and

in response to a request for native code representing the

COM object, marshal, by the marshaling component of
the computing device, the code representing the COM
object to the native code based on the at least one inter-
mediate data construct.

14. The computer-readable storage memory of claim 13,
further comprising:

by the marshaling component of the computing device,

access the at least one intermediate data structure from a
pre-stored set of intermediate data structures previously
generated based on the script code.

15. The computer-readable storage memory of claim 13,
further comprising:

generate a virtual table based on a type of the at least one

dynamic type; and

cache the virtual table generated for the type for re-use.

16. The computer-readable storage memory of claim 13,
further comprising:

determine that a virtual table for a given type of the at least

one dynamic type is not pre-stored; and

dynamically generate the virtual table for handling the

marshaling in response to the determining that the vir-
tual table is not pre-stored.

17. The computer-readable storage memory of claim 13,
further comprising:

determine that a virtual table for a given type of the at least

one dynamic type is pre-stored; and

access the virtual table for handling the marshaling in

response to the determining that the virtual table is pre-
stored.



